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1 Summary and Preface to Phase One Report 
Collisions in the global Domain Name System (DNS) namespace have the potential 
to expose serious security-related issues for users of the DNS.  This report dives 
right into the technical discussion and is targeted at readers who have been 
following the issue.  Those new to the issue should first read the introductory 
documents located at: http://www.icann.org/en/help/name-collision. 
 
We do not find that the addition of new Top Level Domains (TLDs) fundamentally or 
significantly increases or changes the risks associated with DNS namespace 
collisions.  The modalities, risks, and etiologies of the inevitable DNS namespace 
collisions in new TLD namespaces will resemble the collisions that already occur 
routinely in the other parts of the DNS.  The addition of multiple new TLDs over the 
past decade (generic and country code) has not suggested that new failure 
modalities might exist; rather, the indication is that the failure modalities are similar 
in all parts of the DNS namespace. 
 
That said, DNS namespace collisions are a complex and pervasive occurrence that 
manifests throughout the global Internet DNS namespace.  Collisions in all TLDs and 
at all levels within the global Internet DNS namespace have the ability to expose 
potentially serious security and availability problems and deserve serious attention.  
While current efforts to expand the global DNS namespace have collision-related 
implications, the collision problem is bigger than new TLDs and must be viewed in 
this context. 
 
In summary, our recommendations describe a comprehensive approach to reducing 
current and future DNS namespace collisions, alerting operators of potential DNS 
namespace related issues, and providing emergency response capabilities in the 
event that critical (e.g., life safety) systems are adversely impacted. 
 
DNS namespace collisions exist outside of, and independently from, the current 
efforts to expand the DNS namespace.  They have almost certainly existed since the 
emergence of a global public DNS.  As early as 2003, multiple researchers have 
pointed to the existence of queries into undelegated space received at the root.1,2,3,4  

1 Understanding DNS Evolution, Castro, Zhang, John, Wessels, claffy, 2010, 
http://www.caida.org/publications/papers/2010/understanding_dns_evolution/u
nderstanding_dns_evolution.pdf 
2 Is Your Caching Resolver Polluting the Internet?, Wessels, 2004, 
http://dns.measurement-factory.com/writings/wessels-netts2004-paper.pdf 
3 RFC 4697: Observed DNS Resolution Misbehavior, Larson, Barber, 2006, 
http://tools.ietf.org/html/rfc4697 
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Our research shows that every TLD that has been added to the root since 2007 has 
exhibited some symptoms of collision activity prior to delegation. 
 
The most problematic DNS namespace collisions occur not just at the TLD level, but 
wherever a collision crosses an administrative control boundary in the DNS.  Said 
differently, the most dangerous DNS namespace collisions occur when the resulting 
DNS query is resolved by a different administrative party than expected by the querier.  
This makes intuitive sense.  Because of the hierarchical nature of the DNS, the vast 
majority of administrative control separations occur at the TLD and Second Level 
Domain (2LD) levels. 
 
Over the course of the study, JAS found no evidence to suggest that the security and 
stability of the global Internet DNS itself is at risk.  This finding confirms the results 
of the DNS Stability String Review performed on each string during Initial Evaluation 
pursuant to Section 2.2.1.3.1 of the Applicant Guidebook (AGB).5,6  The remainder of 
our research is focused on issues from the perspective of end-systems as consumers 
of the global DNS. 
 
We believe the introduction of new TLDs offers an opportunity to educate operators 
regarding DNS namespace collisions and help find and remedy potential collision-
related issues that may be present in their systems.  As such, we recommend 
implementation of a 120-day “controlled interruption” period for all approved new 
TLDs with the exception of .corp, .home, and .mail.  Registries that have not yet been 
delegated to the root zone shall implement controlled interruption via wildcard 
records; registries that have elected the “alternative path to delegation” shall 
implement controlled interruption by adding appropriate resource records for the 
labels appearing in their respective block lists.  Following the 120-day controlled 
interruption period, registries will not be subject to further collision-related 
restrictions.  Like the Certificate Authority (CA) revocation approach, which may be 
partially implemented in parallel, we believe the 120-day controlled interruption 
period offers a conservative buffer between potential legacy usage of a TLD and the 
new usage. 
 
Lacking clear RFC 1918-like guidance directing operators to DNS namespaces safe 
for internal use, several such namespaces have been “appropriated” for this purpose 
over the years.  While the etiology is subtly different, the .corp and .home TLDs are 
clear outliers in this respect; the use of .corp and .home for internal 

4 Wow, that’s a lot of packets, Wessles, Fomenkov, 2003, 
http://www.caida.org/publications/papers/2003/dnspackets/wessels-
pam2003.pdf 
5 gTLD Applicant Guidebook, ICANN, 2012, 
http://newgtlds.icann.org/en/applicants/agb 
6 The process followed by ICANN’s vendor for this review, Interisle Consulting 
Group, process is documented at http://newgtlds.icann.org/en/program-
status/evaluation-panels/dns-stability-process-07jun13-en.pdf 
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namespaces/networks is so overwhelming that the inertia created by such a large 
“installed base” and prevalent use is not likely reversible.  We also note that RFC 
6762 suggests that .corp and .home are safe for use on internal networks.7 
 
Given that the Internet has demonstrated a need for RFC 1918-like DNS 
namespaces, we recommend that .corp and .home be permanently reserved for 
internal use and receive RFC 1918-like protection/treatment. 8   
 
Like .corp and .home, the TLD .mail also exhibits prevalent, widespread use at a level 
materially greater than all other applied-for TLDs.  Our research found that .mail has 
been hardcoded into a number of installations, provided in a number of example 
configuration scripts/defaults, and has a large global “installed base” that is likely to 
have significant inertia comparable to .corp and .home.  As such, we believe .mail’s 
prevalent internal use is also likely irreversible and recommend reservation similar 
to .corp and .home. 
 

 
JAS uncovered a vulnerability not directly related to ICANN's New gTLD Program 
nor to new TLDs in general that has the potential to impact end-systems.  Pursuant 
to ICANN's Coordinated Vulnerability Disclosure Process,9 ICANN shall: "...privately 
disclose information relating to a discovered vulnerability to a product vendor or 
service provider (“affected party”) and allow the affected party time to investigate 
the claim, and identify and test a remedy or recourse before coordinating the 
release of a public disclosure of the vulnerability with the reporter."  Furthermore, 
ICANN's process states: "All parties to the disclosure generally agree to refrain from 
disclosing the vulnerability to the public until a remedy is identified and tested or 
until the threat is considered contained." 
 
After extensive discussions with impacted vendors, JAS is concerned that 
publication of the experimental methods and data contained in the complete JAS 
report may accelerate discovery of the vulnerability and/or serve to facilitate 
exploitation of the vulnerability after it is discovered.  As such, pursuant to ICANN's 
process and out of an abundance of caution, JAS has recommended against 
publication of a complete draft report at this time. 

7 RFC 6762: Multicast DNS (appendix G), Cheshire, Krochmal, 2013, 
http://tools.ietf.org/html/rfc6762 
8 RFC 6761 may be the appropriate vehicle for implementing a permanent 
reservation. 
9 Coordinated Vulnerability Disclosure Reporting at ICANN, ICANN, 2013, 
https://www.icann.org/en/about/staff/security/vulnerability-disclosure-05aug13-
en.pdf 

RECOMMENDATION 1:  The TLDs .corp, .home, and .mail be permanently 
reserved for internal use and receive RFC 1918-like protection/treatment, 
potentially via RFC 6761. 
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However, in an effort to continue in the spirit of open dialogue on these important 
issues, portions of the complete draft report appear below and are open for public 
comment.  Additional components of the complete report will be published as soon 
as it is prudent. 
 

1.1 Summary of Recommendations 
 
RECOMMENDATION 1:  The TLDs .corp, .home, and .mail be permanently reserved 
for internal use and receive RFC 1918-like protection/treatment, potentially via RFC 
6761. 
 
RECOMMENDATION 2:  ICANN continue efforts to make technical information 
available in fora frequented by system operators (e.g., network operations groups, 
system administration-related conferences, etc.) regarding the introduction of new 
gTLDs and the issues surrounding DNS namespace collisions. 
 
RECOMMENDATION 3:  Emergency response options are limited to situations where 
there is a reasonable belief that the DNS namespace collision presents a clear and 
present danger to human life. 
 
RECOMMENDATION 4:  Root-level de-delegation of a production TLD is not 
considered as an emergency response mechanism under any circumstances.  
 
RECOMMENDATION 5:  ICANN leverage the EBERO mechanisms and functionality 
to respond to DNS namespace-related issues.  ICANN must have the following 
capabilities on a 24x7x365, emergency basis: 1). Analyze a specific report/incident 
to confirm a reasonable clear and present danger to human life; 2). Direct the 
registry on an emergency basis to alter, revert, or suspend the problematic 
registrations as required by the specific situation; 3). Ensure that the registry 
complies in a timely manner; and 4). Evaluate and monitor the specific situation for 
additional required actions.  Furthermore, we recommend that ICANN develop 
policies and procedures for emergency transition to an EBERO provider and/or 
emergency root-level de-delegation in the event the registry is unable and/or 
unwilling to comply.  We recommend ICANN maintain this capability indefinitely. 
 
RECOMMENDATION 6:  ICANN require new TLD registries to publish the controlled 
interruption zone immediately upon delegation in the root zone.  After the 120-day 
period, there shall be no further collision-related restrictions on the registry. 
 
RECOMMENDATION 7:  ICANN require registries that have elected the “alternative 
path to delegation,” rather than a wildcard, instead publish appropriate A and SRV 
resource records for the labels in the ICANN 2LD Block List to the TLD’s zone with 
the 127.0.53.53 address for a period of 120 days.  After the 120-day period, there 
shall be no further collision-related restrictions on the registry. 
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RECOMMENDATION 8:  ICANN relieve the prohibition on wildcard records during 
the controlled interruption period. 
 
RECOMMENDATION 9:  ICANN monitor the implementation of controlled 
interruption by each registry to ensure proper implementation and compliance. 
 
RECOMMENDATION 10:  ICANN, DNS-OARC, and the root operators explore a 
medium-latency, aggregated summary feed describing queries reaching the DNS 
root. 
 
RECOMMENDATION 11:  ICANN, DNS-OARC, and the root operators explore 
establishment of a single, authoritative, and publicly available archive for historical 
data related to the root. 
 

1.2 Acknowledgements 
 
JAS is grateful for the constructive engagement by numerous members of the 
community and looks forward to continued discussion.  We also want to recognize 
the valuable contributions from our longtime partner simMachines. 
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2 Detection and Response 
Since risk cannot be totally eliminated, a comprehensive approach to risk 
management contains some level of a priori risk mitigation combined with 
investment in detection and response capabilities.  Consider fire protection; most 
major cities have a priori protection in the form of building codes, detection in the 
form of smoke/fire alarms, and response in the form of 9-1-1, sprinklers, and the 
fire department.   
 
In terms of detecting problematic DNS namespace collisions, the initial symptoms 
will almost certainly appear through various IT support mechanisms, namely 
corporate IT departments and the support channels offered by 
hardware/software/service vendors and Internet Service Providers.  When 
presented with a new and non-obvious problem, professional and non-professional 
IT practitioners alike frequently turn to Internet search engines for answers.  This 
suggests that a good detection/response investment would be to “seed” support 
vendors/fora with information/documentation about this issue in advance and in a 
way that will surface via search engines when IT folks begin troubleshooting.  We 
collectively refer to such documentation as “self-help” information.  ICANN has 
already begun developing documentation designed to assist IT support 
professionals with namespace-related issues.10 
 

 
It is likely that in the vast majority of expected cases, the IT professional “detectors” 
will also be the “responders” and any issues detected will be resolved without 
involving other parties.11  However, situations in which other parties may be 
expected to have a role in response must be considered. 
 
For the sake of this discussion, assume that an Internet user is experiencing a 
problem related to a DNS namespace collision.  The term “Internet user” is intended 
broadly as any application, system, or device that is a consumer of the global 
Internet DNS.  At this point in the thought experiment, disregard the severity of the 
problem.  The affected party (or parties) will likely exercise the full range of typical 
IT support options available to them – vendors, professional support, IT-savvy 
friends and family, and Internet search.  If any of these support vectors are aware of 
ICANN, they may choose to contact ICANN at any point.  Let’s further assume the 

10 Name Collision Resources & Information, ICANN, retrieved January 2014, 
http://www.icann.org/en/help/name-collision 
11 Availability issues are typically detected internally whereas security issues are 
often detected by third parties and reported to the system operators. 

RECOMMENDATION 2:  ICANN continue efforts to make technical information 
available in fora frequented by system operators (e.g., network operations 
groups, system administration-related conferences, etc.) regarding the 
introduction of new gTLDs and the issues surrounding DNS namespace collisions. 
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affected party is unable and/or unwilling to correct the technical problem 
themselves and ICANN is contacted – directly or indirectly.   
 
There is a critical fork in the road here:  Is the expectation that ICANN will provide 
technical “self-help” information or that ICANN will go further and “do something” 
to technically remedy the issue for the user?  We consider the options below in 
escalation progression: 
 
Option 1:  ICANN provides technical support above and beyond “self-help” 
information to the impacted parties directly, including the provision of 
services/experts.  Stated differently, ICANN becomes an extension of the impacted 
party’s IT support structure and provides customized/specific troubleshooting and 
assistance.  We rule out this option as inappropriate and out-of-scope for ICANN. 
 
Option 2:  At ICANN’s request, referral, or direction, the registry provides technical 
support above and beyond “self-help” information to the impacted parties directly, 
including the provision of services/experts.  Stated differently, the registry becomes 
an extension of the impacted party’s IT support structure and provides 
customized/specific troubleshooting and assistance.  We rule out this option as 
inappropriate and out-of-scope for a registry. 
 
Option 3:  ICANN forwards the issue to the registry with a specific request to 
remedy.  In this option, assuming all attempts to provide “self-help” are not 
successful, ICANN would request that the registry make changes to their zone to 
technically remedy the issue.  This could include temporary or permanent removal 
of second level names and/or other technical measures that constitute a “registry-
level rollback” to a “last known good” configuration.  We consider this option feasible 
but undesirable as it creates considerable opportunity for operational complexities 
and unintended consequences.  This option should only to be used in excessively serious 
circumstances. 
 
Option 4:  ICANN initiates a “root-level rollback” procedure to revert the state of the 
root zone to a “last known good” configuration, thus (presumably) de-delegating the 
impacted TLD.  In this case, ICANN would attempt - on an emergency basis - to 
revert the root zone to a state that is not causing harm to the impacted 
party/parties.  We consider this option feasible but even more undesirable as it 
creates considerable opportunity for operational complexities and unintended 
consequences.  This option should only to be used in excessively serious circumstances 
where all previous mitigation attempts have failed.   
 
We note that ICANN’s New gTLD Collision Occurrence Management Plan and 
SAC062 contemplate some of these emergency response options in a broad sense. 
 
In any theater of operations – not just the global Internet DNS - emergency 
responders must be mindful of “cure is worse than the disease” scenarios wherein 
the response actually creates additional risks, harms, and significant potential for 
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unintended consequences.  Because of the potential operational impacts to the 
global Internet DNS, changes to the root zone are not to be taken lightly.   
 
From a practical perspective, we conclude that the de-delegation of a TLD in the root 
would effectively be a permanent death for that TLD regardless of whether the TLD 
reappeared in the future.12  This is a steep price for a registry to pay for anything 
but the most egregious and flagrant disregard for a serious harm. 
 
Obviously, the severity of the harm is a critical variable.  In risk analysis, severity is 
almost always measured economically and from multiple points of view.  Any party 
expected to “do something” will be forced to choose between two or more 
economically motivated actors: users, registrants, registrars, and/or registries 
experiencing harm.  We must also consider that just as there may be users 
negatively impacted by new DNS behavior, there may also be users that are 
depending on the new DNS behavior.  Unfortunately, we cannot give equal 
consideration to actors that are following the technical standards vs. those 
depending on technical happenstance or poorly implemented software for proper 
functionality.  
 
Even attempting to weigh economic harm on a global basis creates a slippery slope 
and forces registries and ICANN to arbitrate impossible scenarios.  As such, we 
recommend that emergency response be limited to scenarios where there is a 
reasonable belief that the DNS namespace collision presents a clear and present 
danger to human life.  While admittedly a high bar, it is the only feasible option. 
 

 
Despite the previous recommendation, ICANN must prepare for the worst-case 
scenario. Fortunately, ICANN has already developed an emergency response 
mechanism as a part of the Emergency Back-End Registry Operator (EBERO) 
Program.  The EBERO Program is designed to quickly respond to a variety of 
registry-level technical SLA failures; response options include an emergency (and 
potentially involuntary) transition of an entire registry to a new operator using a 
robust process that is highly scripted and exercised. 
 
We recommend that, if necessary, a “root-level rollback” be implemented via EBERO 
as opposed to simply removing a TLD from the root.  Shifting a registry to EBERO 
and making subsequent surgical changes is a superior approach to wholesale 

12 While we note that there has always been some degree of churn in the root zone, 
the commercial pressures on the current new gTLDs significantly elevate the impact 
of a de-delegation, no matter how short. 

RECOMMENDATION 3:  Emergency response options are limited to situations 
where there is a reasonable belief that the DNS namespace collision presents a 
clear and present danger to human life. 
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removal of an entire production TLD – including potentially many 2LD registrations 
that are not causing harm. 
 

 
In the case of severe harm being exposed by a DNS namespace collision where the 
registry is unable or unwilling to take action (by altering or suspending a second 
level registration), ICANN could transfer the registry to an EBERO on an emergency 
basis and instruct the EBERO to make the required second level change to remedy 
the harm.  While we recognize any “root-level rollback” is highly undesirable, ICANN 
should maintain the capability, thus ensuring that timely action can be taken in all 
circumstances.   
 

 

2.1 Approach to Delegation 
The delegation of new TLDs presents a unique opportunity to raise awareness of the 
DNS namespace collision issue and help system operators identify and mitigate 
potential issues.  Therefore, we recommend a “controlled interruption” approach as 
described below.  The idea for controlled interruption springs from past DNS-
related experiences and is conceptually similar to a “trial delegation” as proposed in 
SAC062.  
 

2.1.1 Controlled Interruption 
The infamous Microsoft Hotmail domain expiration in 199913 and other similar 
domain expirations led to the implementation of ICANN’s Expired Registration 
Recovery Policy.   

13 Good Samaritan squashes Hotmail lapse?, Hansen/CNET, December 27, 1999, 
retrieved January 2014, http://news.cnet.com/2100-1023-234907.html 

RECOMMENDATION 5:  ICANN leverage the EBERO mechanisms and 
functionality to respond to DNS namespace-related issues.  ICANN must have the 
following capabilities on a 24x7x365, emergency basis: 1). Analyze a specific 
report/incident to confirm a reasonable clear and present danger to human life; 
2). Direct the registry on an emergency basis to alter, revert, or suspend the 
problematic registrations as required by the specific situation; 3). Ensure that the 
registry complies in a timely manner; and 4). Evaluate and monitor the specific 
situation for additional required actions.  Furthermore, we recommend that 
ICANN develop policies and procedures for emergency transition to an EBERO 
provider and/or emergency root-level de-delegation in the event the registry is 
unable and/or unwilling to comply.  We recommend ICANN maintain this 
capability indefinitely. 

RECOMMENDATION 4:  Root-level de-delegation of a production TLD is not 
considered as an emergency response mechanism under any circumstances. 
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More recently, Regions Bank made news14 when their domains expired, and 
countless others go unreported.  In the case of Regions Bank, the Expired 
Registration Recovery Policy seemed to work exactly as intended – the interruption 
inspired immediate action and the problem was solved, resulting in only a bit of 
embarrassment.  Importantly, there was no opportunity for malicious activity. 
 
For the most part, the Expired Registration Recovery Policy is effective at 
preventing unintended expirations due to the application of “controlled 
interruption.”  The Expired Registration Recovery Policy calls for extensive 
notification before the expiration, then a period when “the existing DNS resolution 
path specified by the Registrant at Expiration (“RAE”) must be interrupted” – as a 
last-ditch effort to inspire the registrant to take action. 
 
Nothing inspires urgent action more effectively than service interruption. 
 
But critically, in the case of the Expired Registration Recovery Policy, the 
interruption is immediately corrected if the registrant takes the required action - 
renewing the registration.  It’s nothing more than another notification mechanism – 
just a more aggressive round after all of the passive notifications failed.  In the case 
of a registration in active use, the interruption will be recognized immediately, 
inspiring urgent action.   
 
Like unintended expirations, DNS namespace collisions can be viewed as a 
notification problem.  The system administrator utilizing the colliding namespace 
(either knowingly or unknowingly) must be notified and take action to preserve the 
security and stability of their systems. 
 
Leveraging a controlled interruption to raise awareness of DNS namespace 
collisions draws on the effectiveness of the Expired Registration Recovery Policy 
with the implementation looking like a modified “Application and Service Testing 
and Notification (Type II)” trial delegation as proposed in SAC62.  But instead of 
responding with pointers to application layer listeners (or “honeypots”), the 
authoritative nameserver responds with an address inside 127/8 – the range 
reserved for Loopback.  We recommend this approach be applied to A queries 
directly and MX and SRV queries via an intermediary A record (the vast majority of 
collision behavior observed in DITL data stems from A and MX queries).15 
 

14 Regions Bank website down, domain not renewed?, Walsh/al.com, April 15, 2013, 
retrieved January 2014, 
http://www.al.com/business/index.ssf/2013/04/regions_bank_website_down_do
ma.html 
15 AAAA query load suggests that collisions related to IPv6 space are far less 
pervasive. 
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Responding with an address inside 127/8 will likely interrupt any application 
depending on an NXDOMAIN or some other response, but importantly also prevents 
traffic from leaving the requestor’s network and blocks a malicious actor’s ability to 
intercede.  In the same way as the Expired Registration Recovery Policy calls for “the 
existing DNS resolution path specified by the RAE [to] be interrupted”, responding 
with a localhost reserved address will hopefully inspire immediate action by the 
offending party while not exposing them to new malicious activity. 
 
If legacy/unintended use of a DNS name is present, one could think of controlled 
interruption as a “buffer” prior to use by a legitimate new registrant.  This is similar 
to the CA Revocation Period as proposed in the New gTLD Collision Occurrence 
Management Plan that “buffers” the legacy use of certificates in internal namespaces 
from new use in the global DNS.  Like the CA Revocation Period approach, a set 
period of controlled interruption is deterministic for all parties.  Unfortunately, 
human nature often requires a hard deadline to inspire urgent action. 
 
Moreover, instead of using the typical 127.0.0.1 address for localhost, we 
recommend using a unique “flag” IP: 127.0.53.53.  Because the primary objective is 
to communicate with system administrators through their logs, this unique and 
strange IP will hopefully be noticed and the administrator will search the Internet 
for assistance.  Making it known that new TLDs will behave in this fashion and 
publicizing the flag IP (along with self-help materials) will help administrators 
isolate the problem more quickly than just using the common 127.0.0.1.  As hosts 
often have listening sockets bound to 127.0.0.1, this approach also reduces the 
probability of creating issues related to those servers.  We also suggest that system 
administrators proactively search their logs for this flag IP as a possible indicator of 
problems.  
 
Numerous experiments performed by JAS confirmed that a wide range of 
application layer software logs something resembling a “failed connection attempt 
to 127.0.53.53” which is the desired behavior.  We also confirmed that all modern 
Microsoft, Linux, Apple, and BSD-derived operating systems correctly implement 
RFC 1122 (albeit with variations16) and keep the traffic within the host system, not 
on the network.  This includes Linux and Windows-derived embedded operating 
systems.  Of particular importance is Windows XP because our research has 
indicated that Windows XP is used extensively in industrial control systems. 
 
Additionally, we hope that eventually software vendors incorporate functionality 
and tools to notice DNS queries that respond with this flag IP and provide 
meaningful assistance.  One could imagine a meaningful event in the Windows Event 

16 Some implementations route the entire /8 to localhost whereas other 
implementations use a host route resulting in only a /32 being dedicated to 
localhost.  The resulting behavior during a connection attempt is slightly different, 
but indicative of failure in both cases. 
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Log describing the situation if a DNS query returns the flag IP, browsers displaying 
helpful diagnostic information instead of simply stating “Connection Timeout,” etc. 
 
The ability to “schedule” the controlled interruption serves to further mitigate 
possible effects.  One concern in dealing with collisions is the reality that a 
potentially harmful collision may not be identified until months or years after a TLD 
goes live – when a particular second level string is registered.  A key advantage to 
applying controlled interruption to all second level strings in a given TLD in advance 
and at once via wildcard is that most failure modes will be identified during a 
scheduled time and before a registration takes place.  This has many positive 
features, including easier troubleshooting and the ability to execute a far less 
intrusive rollback if a problem does occur.  From a practical perspective, avoiding a 
complex string-by-string approach is also valuable. 
 
The Expired Registration Recovery Policy mandates that the disruption may be for 
as little as eight days.  However, our experiments indicate that the disruptions 
associated with controlled interruption as proposed may be more subtle, justifying a 
longer disruption period. 
 
We believe the 120-day CA Revocation Period is exceedingly conservative.  Given 
the potential seriousness of DNS namespace collisions and the immense value of 
detecting a harmful collision prior to a registry entering General Availability (GA), 
we believe the conservative approach is also warranted and recommend a 120-day 
controlled interruption period. 
 
If there were to be a catastrophic impact, a surgical reversal of a 2LD registration 
could be implemented relatively quickly, easily, and with low risk while the 
impacted parties worked on a long-term solution.  A new registrant and associated 
new dependencies would likely not be adding complexity at this point.  Our 
recommended 120-day controlled interruption period is an ample and conservative 
detection and cure period for impacted parties. 
 
Implementation of controlled interruption achieves these objectives:  

• Helps notify system administrators of possible improper use of the global 
DNS; 

• Protects these systems from malicious actors during a cure period; 
• Doesn’t direct potentially sensitive traffic to registries, registrars, Internet 

hosts/honeypots, or other third parties;  
• Inspires urgent remediation action; 
• Is low risk with limited opportunity for unintended consequences; and 
• Is easy to implement and deterministic for all parties. 
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We therefore recommend controlled interruption be implemented by each new TLD 
registry by publishing a zone similar to the following: 
 
$ORIGIN TLD 
$TTL 1H 
@ IN MX 10 your-dns-needs-immediate-attention 
* IN MX 10 your-dns-needs-immediate-attention 
@ IN SRV 10 10 0 your-dns-needs-immediate-attention 
* IN SRV 10 10 0 your-dns-needs-immediate-attention 
@ IN TXT "Your DNS configuration needs immediate attention see URL" 
* IN TXT "Your DNS configuration needs immediate attention see URL” 
@ IN A 127.0.53.53 
* IN A 127.0.53.53 

 
We note that some versions of popular DNS servers (notably BIND17) do not 
properly validate DNSSEC signed query responses to wildcards in all cases.  
However, we also note the potential difficulties and confusion that could arise when 
treating the controlled interruption zones differently than production zones from an 
operational perspective.  We have considered the tradeoffs and recommend that 
registries DNSSEC sign the controlled interruption zone using the same policies and 
procedures they intend to use when the zone is in production.  A client downstream 
of a flawed DNS server may in some situations be “interrupted” due to the DNS 
server’s inability to validate the signature as opposed to an interruption due directly 
to controlled interruption.   
 
We recommend that the registry implement the controlled interruption period 
immediately upon delegation in the root zone and the prohibition on wildcard 
records be temporarily suspended during this period.  Given the objective of 
controlled interruption and the reality that no registrant data will be in the zone at 
this point, we believe that temporarily permitting wildcard records for this purpose 
is not counter to established ICANN prohibitions on wildcard records and does not 
raise the concerns that lead ICANN to establish these prohibitions. 18 
 

 
However, implementing a wildcard record is not prudent for a registry in GA.  As 
such, we recommend publishing A and SRV resource records for labels in the ICANN 
2LD Block List for the 120-day controlled interruption period.  While arguably not 

17 Bug 390 - NSD does not return closest provable encloser NSEC3 on wildcard queries, 
NLnet Labs, May 26, 2011, retrieved January 2014, https://www.nlnetlabs.nl/bugs-
script/show_bug.cgi?id=390; also note ISC RT ticket #26200 
18 SSAC Report: Redirection in the com and net Domains, ICANN Security and Stability 
Advisory Committee (SSAC), July 9, 2004, retrieved January 2014, 
http://www.icann.org/en/groups/ssac/report-redirection-com-net-09jul04-en.pdf 

RECOMMENDATION 6:  ICANN require new TLD registries to publish the 
controlled interruption zone immediately upon delegation in the root zone.  After 
the 120-day period, there shall be no further collision-related restrictions on the 
registry. 
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an exhaustive list of queries, the 2LD block lists as currently constructed provide an 
adequate inventory19,20 of queries sent by long-lived systems, which are the ones of 
most concern.  The alternative – wildcard records in production zones – is less 
attractive and counter to established ICANN prohibitions.21 
 
With the exception of .corp, .home, and .mail, this approach would apply to all 
registries, including the registries not eligible for the “alternative path to 
delegation.”  ICANN will make 2LD Block Lists available as required. 
 

 

2.1.2 Controlled Interruption Trial 
In January, JAS deployed the controlled interruption zone in multiple 2LD 
namespaces that exhibited evidence of significant collision and collision-like 
behavior. 
 
As we had previously established bi-directional communication with multiple 
parties querying these names, we gave our contacts advance notice that we were 
making changes to the zone and asked them to observe and report the behavior of 
their systems during the controlled interruption windows. 
 
Despite publishing phone numbers and email addresses via http and Whois, in the 
event the controlled interruption caused harm, not a single call or email was 
received.  Additional details of this trial will be available in a future report. 
 

19 Public Comments on Proposal to Mitigate Name Collision Risks by Google Inc., 
Google Inc., September 17, 2013, retrieved January 2014, 
http://forum.icann.org/lists/comments-name-collision-
05aug13/pdfkwCAlijJOp.pdf 
20 Is Your Caching Resolver Polluting the Internet?, Wessels, 2004, 
http://dns.measurement-factory.com/writings/wessels-netts2004-paper.pdf 
21 SSAC Report: Redirection in the com and net Domains 

RECOMMENDATION 7:  ICANN require registries that have elected the 
“alternative path to delegation,” rather than a wildcard, instead publish 
appropriate A and SRV resource records for the labels in the ICANN 2LD Block 
List to the TLD’s zone with the 127.0.53.53 address for a period of 120 days.  
After the 120-day period, there shall be no further collision-related restrictions 
on the registry. 
 
RECOMMENDATION 8:  ICANN relieve the prohibition on wildcard records 
during the controlled interruption period. 
 
RECOMMENDATION 9:  ICANN monitor the implementation of controlled 
interruption by each registry to ensure proper implementation and compliance. 

 PAGE 14 

                                                        

http://forum.icann.org/lists/comments-name-collision-05aug13/pdfkwCAlijJOp.pdf
http://forum.icann.org/lists/comments-name-collision-05aug13/pdfkwCAlijJOp.pdf
http://dns.measurement-factory.com/writings/wessels-netts2004-paper.pdf


2.1.3 Alternatives to Controlled Interruption 
We considered several alternatives to controlled interruption as described above, 
including several honeypot approaches, use of DNAME, and various 2LD string-by-
string and TLD-by-TLD approaches.  While we eventually concluded that controlled 
interruption approach offers the most value and presents the least risk, discussion 
of alternatives is worthwhile. 
 

2.1.4 String-by-String Approaches (TLD and 2LD) 
While the occurrence and risk associated with DNS namespace collisions is not 
uniform across all TLDs and 2LDs, our analysis concluded that any collision and any 
harm could – at least in theory – occur anywhere in the global DNS namespace.  We 
found evidence supporting this conclusion, and found that it would be a quixotic 
undertaking to determine the root cause of every incidence of a DNS namespace 
collision.22  With the exception of .corp, .home, and .mail, which are clear outliers for 
the reasons mentioned earlier, the several root causes we found are not limited to 
particular strings, or even specific levels of the DNS.  String-by-string and TLD-by-
TLD approaches are complicating and add little if any security value.  As such, we 
prefer approaches that address the root causes and do not delineate between 
specific strings. 
 

2.1.5 Honeypot Approaches 
Significant discussion has occurred in several fora regarding various 
implementations of a trial delegation that directs traffic to an Internet-based 
honeypot.  The honeypot, run by ICANN or some trusted third party, could serve two 
functions:  1) Present helpful information for operators reaching the site over http 
and potentially other protocols; and 2) Collect logs to help identify volume, sources, 
and potential severity of collision and collision-like activity.  Some ideas describe a 
honeypot that runs for a deterministic time period while others continue the 
honeypot until some threshold is achieved indicating acceptable risk. 
 
Because collisions are largely a notification problem, we like the concept of 
honeypot approaches.  However, there are some critical traits of honeypot 
approaches that make them undesirable. 
 
• Whenever logs are collected, the question “for what purpose” must be asked.  

How much collision activity is “OK” - what is the acceptable risk?  Is the 
threshold the same for all TLDs?  Are all query sources to be treated equally – 
that is, do we look differently upon log entries that appear to be from a nuclear 
power plant vs. a residential broadband network?  Obviously these are 
impossible questions and will result in an inescapable quagmire. 

22 Focused Analysis on Applied-For gTLDs - .cba, Verisign Inc., September 15, 2013, 
retrieved January 2014, http://forum.icann.org/lists/comments-name-collision-
05aug13/msg00039.html 
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• Whenever logs are collected, we must also be vigilant for gaming opportunities.  
Because there are many interested parties and significant commercial pressures, 
we assume that competing interests will exploit any activity that may create an 
argument for slowing or halting valuable registrations in a TLD.  Even the 
possibility (perceived or actual) of such gaming will virtually assure that gaming 
occurs. 

• There are collision scenarios where returning an Internet IP will cause traffic to 
be sent over the Internet that was never previously sent.  Ever conscious of “cure 
being worse than the disease” concerns, we certainly do not want to open these 
hosts to new risks while we try to help them.  Controlled interruption should not 
decrease the security posture of a system, even temporarily. 

• As security researchers have long known, a lot of potentially sensitive 
information appears in logs.  Usernames and passwords regularly appear in http 
logs.  Other protocols raise similar concerns.  Our experience confirms that any 
advertised honeypot IP will receive a host of sensitive information.  Managing 
this information is another hurdle with any honeypot approach. 

• Different global legal jurisdictions place restrictions on data collected after it 
was “solicited.”  As advertising a honeypot IP could be argued as “soliciting 
traffic,” the resulting data may have legal protections, further adding to the 
complexity. 

 
The final three bullets describe our rationale for a 127/8 IP that does not cause 
traffic to leave the host, thereby avoiding those pitfalls.   
 
We also considered a variation wherein the honeypot would be an RFC 1918 IP 
address as opposed to an Internet address – thereby allowing private network 
operators to monitor and capture the resulting traffic.  However, we ruled out this 
variation due to the potential for unintended consequences if the RFC 1918 IP 
happened to be in-use in the network where the affected party resides, and because 
of the potential for causing general confusion.  An operator with the requisite 
sophistication to redirect or capture RFC 1918 traffic likely also has the requisite 
sophistication to react appropriately to 127/8 responses. 
 

2.1.6 DNAME Approaches 
We considered multiple schemes using DNAME records in an attempt to emulate 
similar controlled interruption behavior.  While we eventually concluded that these 
schemes are not feasible and less effective than localhost-based ideas, discussion is 
worthwhile. 
 
One option could be implemented via DNAME records in the root.  We quickly 
considered this option infeasible due to the difficulties, unknowns, and potential for 
unintended consequences surrounding the placement of DNAME records in the 
root; furthermore, such an approach is very likely not compatible with the 
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IANA/Verisign/NTIA root zone management system as currently implemented and 
may require modifications to the IANA Functions contract. 
 
However, using wildcards in the delegated zone is a more viable option and 
emulates most of the desired behavior. 
 
Consider a wildcard DNAME record within the origin of the TLD zone pointing to 
some identifiable target (e.g., "you-need-to-change-your-dns-config-see-collisions-
dot-icann-dot-org.").  The target should not be resolvable in order to force an 
NXDOMAIN response (note that this assumes the specific DNAME implementation 
returns an NXDOMAIN instead of SERVFAIL or something else – given the relative 
newness of DNAME in the DNS protocol suite and its lack of significant exercise in 
implementations, unusual implementation decisions and/or behavior can’t be ruled 
out). 
 
When considering DNAME approaches, client support is a paramount concern.  
While the experiments23 conducted by Geoff Huston and George Michaelson are 
valuable and informative, they are biased to heavy clients and human browsing 
(running Flash and receiving ads).  The situation before us is far less biased to these 
types of clients, so client support is in question at best.  Proper support of DNAME 
(RFC 2672 circa 2000) in legacy, possibly misconfigured, devices is probably less 
likely than proper localhost support (RFC 1122 circa 1989).   
 
DNAME-based approaches do offer additional flexibility when compared to 
localhost redirection approaches, specifically in the ability of sophisticated 
operators to observe, control, and redirect the responses.  But again, an IT operation 
sophisticated enough to control DNAME queries certainly has plenty of other 
options available to manage DNS namespace collisions.  Catering to sophisticated IT 
operators by providing flexibility and options seems to come at the expense of 
simplicity, predictability, and widespread client support. 
 
Finally, DNAME-based approaches don’t necessarily interrupt, negating the whole 
purpose of controlled interruption. The DNAME redirect to return NXDOMAIN 
means folks can continue on as they're currently doing.  They won't notice anything 
so they won't fix it, defeating the purpose of the interruption. 
 
As such, we consider DNAME-based approaches inferior to localhost-based 
approaches. 
 

23 draft-jabley-dnsop-as112-dname-01: AS112 Redirection using DNAME, Abley, 
Dickson, Kumari, Michaelson, October 12, 2013, retrieved January 2014, 
http://tools.ietf.org/html/draft-jabley-dnsop-as112-dname-01 (see Appendix A: 
Assessing Support for DNAME in the Real World) 
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2.2 Root Level Data, Monitoring, and Day-In-The-Life (DITL) 
We blogged 24 about our experiences using the DNS-OARC-maintained “DITL” 
datasets; these datasets are truly invaluable albeit limited for researchers looking 
into global Internet DNS traffic.  Conscious of the calls for additional datasets and 
monitoring at the root level, we want to discuss the objectives of monitoring and 
logging systems at a meta level. 
 
When considering monitoring and logging systems, one must always start with the 
“for what purpose” questions.  Different data consumers have different 
requirements.  For example, operators interested in emergency response demand a 
low-latency, actionable, “ticket” type of monitoring.  They want the “this hard drive 
is dead” ticket as soon as possible after it dies.  Capacity planners want 
intermediate-latency data with some ad-hoc aggregation and trending capabilities 
to answer questions like “how much data do we have and what is the growth rate?”  
Product managers want high-latency, highly detailed data repositories that can 
answer a full range of complex ad hoc queries to observe behaviors, trial new 
product ideas, etc. 
 
Obviously, these very different consumers have very different requirements driving 
very different technical implementations.   
 
We observe that from an availability standpoint, low-latency ticket/availability data 
is already available for the root.  Albeit in a highly decentralized fashion, the DNS 
root is probably one of the most highly monitored systems on Earth in that regard.  
 
Conversely, DITL datasets are at the other end of the spectrum: extremely high 
latency (one 50 hour period annually), voluminous and unstructured data suitable 
only for compute-intensive ad hoc analysis by expert researchers.   
 
While individual root operators certainly have a full range of data available to them, 
there is nothing in the middle available to researchers or the Internet at large. 
 
Looking from a slightly different angle, the availability and content of the root is 
exceptionally well monitored with low latency but the queries to the root are much 
less visible. 
 
We believe there is a need for a medium-latency, aggregated, and more 
“consumable” data stream from the root operators containing aggregated summary 
data describing the queries seen by the root.  This new feed should be in a 
reasonably accessible format like csv, XML, or YAML and ideally have latency on the 
order of a few days.  Mindful of the numerous issues surrounding such an 

24 Demystifying DITL Data [Guest Post], Kevin White, JAS Global Advisors LLC, 
November 16, 2013, retrieved December 2013, http://domainincite.com/15068-
demystifying-ditl-data-guest-post 
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undertaking, we recommend that ICANN, DNS-OARC, and the root operators explore 
such a mechanism. 
 
We note ongoing efforts by the Root Server System Advisory Committee (“RSSAC”) 
to address monitoring, and the forthcoming publication of RSSAC 002: 
Recommendations on Measurements of the Root Server System.  We applaud the 
proactive efforts of some root operators to increase the fidelity of root server 
monitoring. 
 

 
Over the course of our research, we were also surprised to find that authoritative 
historical information regarding the contents of the root zone is not always 
available.  A significant proportion of historical information is only captured 
informally in email threads and in the heads of various luminaries.  As such, we also 
recommend that a single, authoritative archive for root data be established.  
 

 
 

RECOMMENDATION 11:  ICANN, DNS-OARC, and the root operators explore 
establishment of a single, authoritative, and publicly available archive for 
historical data related to the root. 

RECOMMENDATION 10:  ICANN, DNS-OARC, and the root operators explore a 
medium-latency, aggregated summary feed describing queries reaching the DNS 
root. 
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